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Packing Structures and 
Transitions in Liquids and Solids 

Frank H. Stillinger and Thomas A. Weber 

For reasons still imperfectly under
stood, periodic crystalline order pro
vides the most stable arrangement for 
the molecules of pure substances in bulk. 
This circumstance has caused crystallog
raphy to become and to remain one of 
the most powerful tools available for 
revealing the structure of molecules and 
the nature of intermolecular forces. 

that both represent m1mma in <I>, the 
potential energy function that describes 
interactions in the respective systems. 
Perfect crystals correspond to absolute 
minima, defective crystals to higher rela
tive minima, and amorphous deposits to 
minima that are higher still. This article 
explores some general facts about such 
locally stable minima, focusing in partie-

Summary. Classification of potential energy minima-mechanically stable molecu
lar packings-offers a unifying principle for understanding condensed phase proper
ties. This approach permits identification of an inherent structure in liquids that is 
normally obscured by thermal motions. Melting and freezing occur through character
istic sequences of molecular packings, and a defect-softening phenomenon underlies 
the fact that they are thermodynamically first order. The topological distribution of 
feasible transitions between contiguous potential minima explains glass transitions 
and associated relaxation behavior. 

Perfect crystals are a rarity in our 
environment. More typically, dense mat
ter appears as defective crystals, amor
phous solids, and liquids. Describing the 
corresponding spatial arrangements of 
atoms and molecules is a major challenge 
on account of the diversity of possibili
ties and because no experimental tech
nique or combination of techniques cur
rently provides the necessary atomic
level precision and resolution compa
rable to those in crystallography. 
Nevertheless, compelling scientific and 
technological needs continue to demand 
just that kind of structural information. 

The spatial patterns of atoms in crys
tals and in amorphous solids share a 
basic attribute, at least at low tempera
ture, where vibrations are minimal. It is 
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ular on their nonobvious relation to and 
influence on the liquid phase (1). The 
resulting conceptual framework seems to 
be useful for understanding a broad 
range of chemical and physical phenom
ena in condensed phases. 

Mapping onto Minima 

Figure 1 illustrates in highly schematic 
fashion a small portion of the multidi
mensional potential energy surface for 
an N-atom system. This drawing com
presses into a two-dimensional cartoon 
the 3N-dimensional function <I> of all 
atom positional coordinates. The con
stant-<P curves shown encircle various 
local minima (filled circles). Neighboring 

pairs of minima are separated by saddle 
points (crosses) through which mini
mum-barrier paths would pass in con
necting those minima. In general <I> will 
comprise internal interactions in the col
lection of atoms, such as chemical bonds 
and van der Waals forces, and external 
interactions with vessel walls. Included 
somewhere in this collection of minima 
are the absolute minima corresponding 
to crystalline arrangements of the atoms. 

For any but the smallest values of N 
the number of distinct <I> minima is im
pressively large. First, there is permuta
tion symmetry to contend with: if all N 
atoms are identical, every local mini
mum belongs to a family of N! minima all 
of the same depth and differing only by 
atom interchanges. Second, the number 
of geometrically distinguishable families 
of minima will rise exponentially with N. 
This latter feature rests on the expecta
tion that particle packings can be rear
ranged essentially independently in the 
two halves of a large system. Precise 
values of these numbers of distinguish
able minima are elusive, but one esti
mate (2) suggests that 1 gram of argon at 
its normal li9,uid density would possess 
roughly 10 10 2 

distinguishable particle 
packings. 

To understand condensed phase prop
erties systematically in terms of <I> mini
ma it is necessary first to carry out a 
division of the multidimensional space 
depicted in Fig. 1. The purpose is to 
assign any configuration of atoms 
uniquely to one local minimum; if it is 
not already at a minimum the displace
ment exhibited by the system is simply 
regarded as a "vibrational" displace
ment, possibly anharmonic in character. 
Thus packing and vibration effects can in 
principle be cleanly separated. 

The procedure for carrying out this 
division is straightforward if all atoms 
involved are identical (3). Any arbitrary 
configuration is assigned to the minimum 
that is finally encountered when moving 
"downhill" from that starting point 
along a steepest descent direction. Tech
nically, this means that configurations 
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are connected to (mapped onto) minima 
by solutions to the multidimensional 
equation 

arias = -V'<P(r) (1) 

where the vector r comprises all 3N 
atomic coordinates and where s is a 
virtual "time coordinate" for the de
scent (4). Starting at any randomly cho
sen r(s = 0), the solution r(s) as s ~ oo 

locates the requisite minimum. The dot
ted lines in Fig. 1 outline the regions 
containing all points that map onto the 
same interior minimum. Notice from 
Fig. 1 that boundaries separating neigh
boring regions pass through saddle 
points on the <P hypersurface. 

Having introduced this division of the 
configuration space, a primary goal will 
be to describe motion within and transi
tions between the regions and how that 
motion depends on temperature. 

Computer Simulation 

The complicated topography of the <P 
surface (Fig. 1) profoundly influences 
experimental measurements for the sub
stance under consideration. But such 
measurements have very limited capaci
ty to determine the topography and to 
follow details of the system's dynamical 
motion across the "<P-scape." Digital 
computer simulation offers an insightful 
alternative, at least for small (and one 
hopes representative) collections of 102 

to 103 atoms. Our own work in this area 
has relied on a computer to solve classi
cal Newtonian equations of motion, sub
ject to suitable initial and boundary con
ditions, with analytical potential func
tions that have been selected to repre
sent specific materials of interest. As the 
classical dynamical trajectory is being 
generated the computer is required to 
carry out in parallel and frequently an
other set of tasks, namely to identify the 
<P minimum onto which the instanta
neous dynamical configuration would 
map by the steepest-descent construc
tion (Eq. 1). This parallel activity sup
plies a running record of the fiducial 
minima over whose regions the Newto
nian dynamics takes the system. This 
would be analogous to a listing of names 
of counties passed over during a trans
continental flight from New York to San 
Francisco. 

If initial conditions for the dynamics 
so decree, the system can be trapped at 
low total energy in the neighborhood of a 
single minimum. In that event the map
ping yields a consistently monotonous 
result. But at higher energy, escape over 
saddle points becomes possible and the 
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running mapping onto m1mma reveals 
kinetic details about transitions between 
contiguous regions. Figures 2 and 3 pro
vide a case in point. They refer to a 
computer simulation for an amorphous 
alloy at low temperature (174 K) com
prising 120 nickel atoms and 30 phospho
rous atoms. Figure 2 shows how the 
potential energy per atom, <!>, varies with 
time during a 3.1-picosecond interval, 
along the classical dynamical trajectory 
executed by this 150-atom system in its 
450-dimensional configuration space. 
The thermal motion of the atoms in this 
solid deposit consists primarily of har
monic motion; but more than that is 

Fig. I. Schematic representation of the poten
tial energy surface for an N-atom system. 
Minima are shown as filled circles and saddle 
points as crosses. Potential energy is constant 
along the continuous curves. Regions belong
ing to different minima are indicated by 
dashed curves. 

Step number 

Fig. 2. Time variation of <!>, the potential 
energy per atom, in a !50-atom nickel-phos
phorous amorphous deposit, as simulated by 
computer. Temperature is 174 K. The 104 

computer time steps shown correspond to 3 .I 
picoseconds of elapsed time. The quantity <!> 
is shown on a reduced basis; the energy unit 
used is 1.855 kilocalories per mole. 

present. Figure 3 shows, for exactly the 
same interval, the value of <!> at the 
nearby potential energy minima. Obvi
ously the system has not merely execut
ed vibrations around a single minimum 
but has undergone ten transitions be
tween neighboring minima. In this case 
all the minima visited correspond to 
amorphous packings of the given set of 
atoms. 

If the temperature is increased for the 
nickel plus phosphorus system to which 
Figs. 2 and 3 refer, the transition rate 
between regions surrounding distinct 
minima increases dramatically. This 
temperature-dependent rate can be ana
lyzed with an Arrhenius plot (logarithm 
of rate versus 1/1) to estimate the mean 
barrier. height. For the few cases that 
have been carefully examined this way, 
the mean barrier height for liquids turns 
out only to be about half of that which 
emerges from a corresponding Arrhenius 
plot for self-diffusion rates. The implica
tion is that many transitions "get no
where," that is, either involve motion 
into and out of culs-de-sac in the config
uration space or must dynamically be 
followed by a surmounting of higher bot
tleneck barriers for diffusion to occur. 

Certainly, computer modeling of bulk 
matter involving only 102 to 103 atoms 
requires care in interpretation. Never
theless, the modest kinds of mapping-to
minima calculations just illustrated ap
parently produce several results of gen
eral validity. Included among them are 
the following: 

1) Transitions are localized. The 
atomic arrangements for two successive
ly visited packings (such as those indi
cated in Fig. 3) normally differ only by 
rearrangement of a small set of atoms 
that form a compact grouping in three
dimensional space. Most of the material 
present stays put, or at most responds 
elastically to the local rearrangement. 
Evidently, overall restructuring requires 
a sequence of many localized transitions. 

2) The transition rate is an extensive 
quantity, that is, the rate is proportional 
to the system size at least in the macro
scopic limit. This feature follows from 
point 1 above. By doubling the size of 
the system (while holding temperature 
and composition fixed), the number of 
sites at which localized transitions could 
occur also doubles. Consequently, the 
mean residence time in any given mini
mum region becomes halved. In con
junction with results from small-system 
computer simulation, this extensivity re
quires truly formidable transition rates 
for macroscopic samples of matter. For 
example, one estimate (2) implies that 1 
mole of liquid argon near its melting 
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Fig. 3. Time variation of<!> at potential minima 
for the amorphous nickel-phosphorus system 
represented in Fig. 2. The results shown were 
obtained by numerically solving the mapping
to-minima equations every 100 time steps 
(0.031 picosecond) . The same units are used 
here as in Fig. 2. 

point (84 K) has a mean residence time in 
each minimum of only 7 x I o-36 second. 
Nevertheless, rearrangements in any fixed 
molecular locale will (by point I) occur 
at a rate independent of system size. 

3) Only a small fraction of the direct 
transitions entail permutations of identi
cal particles. Such transitions would in
volve concerted motion of identical at
oms around a closed loop and would 
have equivalent initial and final pack
ings . For the most part it is found that 
particle exchanges occur as a result of 
several successive transitions, no one of 
which is purely permutational. It has 
been inferred from computer simulation 
on a model for liquid argon that only 
about 3 percent of the direct transitions 
are permutational (2). 

4) When plotted against <j>, the poten
tial energy per atom, the statistical dis
tribution of distinguishable minima is 
strongly peaked at a value corresponding 
to amorphous packings. Furthermore, 
the distribution is markedly skewed to
ward the low-<!> direction. This asymme
try owes its existence to the possibility 
of crystallinity. There is no such thing as 
an "anticrystal" to provide packings 
correspondingly far from the distribution 
maximum but to the high-<!> side. The 
typical distribution is shown in logarith
mic form in Fig. 4. For substances that 
have a conventional first-order melting 
transition , Fig. 4 shows that inhomoge
neous (partly crystalline, partly amor
phous) packings will dominate the distri
bution in the intermediate <!> range. 

5) When the system dynamics moves 
through the collection of regions for the 
amorphous packings, the direct transi-
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tions can have arbitrarily small barriers 
and can involve arbitrarily small changes 
in <I> from one minimum to the next. In 
particular, there exists a distribution of 
small-barrier and small-bias transitions 
in all amorphous deposits that have been 
modeled by computer simulation. This 
observation has significance, since virtu
ally all amorphous solids experimentally 
show thermal and kinetic behavior at 
very low temperatures, indicating the 
presence of quantized ''two-level sys
tems" (5). According to Anderson et at. 
(6) and Phillips (7), these are atoms or 
localized groups of atoms that are bista
ble; a collective coordinate describing 
their translocation is such that it causes 
<I> to pass over a low barrier between 
closely spaced minima. The molecular 
dynamics computer simulation is classi
cal , of course. But it provides a means 
for determining what groups of atoms 
create local bistability and how they 
move from one position to the other 
along the collective coordinate. These 
are details that experimentation is hard
pressed to supply for real amorphous 
materials, but which are a basic prereq
uisite to a microscopic quantum theory 
of amorphous solids. 

6) Provided that the temperature is at 
or above the melting point temperature 
T m (so that the system is a thermody
namically stable liquid), the minimum
region sampling yields a distribution that 
depends on density but is very nearly 
independent of temperature . As was 
stressed above, the rate of sampling is 
strongly dependent on temperature. But 
if density is held constant, the distribu
tion of minima actually visited in the 
dynamical evolution of the system is 
virtually always the a priori distribution 
schematically illustrated in Fig. 4. That 
this is so hinges on the fact that the 
dominating amorphous minima are nar
rowly distributed in potential energy on a 
per-atom basis relative to the thermal 
energy k8 T. Consequently, thermal bias 
across this narrow distribution is virtual
ly negligible. 

Inherent Structure in Liquids 

Short-range order in liquids and amor
phous solids conventionally is analyzed 
and discussed in terms of the pair corre
lation functions g;j (r) for atomic species i 
and j. These are defined to be propor
tional to the number of iJ pairs with 
separation r present in the system, with a 
normalization such that each gu ap
proaches unity for large r. In a pure 
elemental substance there is only one 
such function and it can be determined 
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Fig. 4. Logarithm of the distribution of poten
tial energy minima, plotted against potential 
energy per particle . The case shown corre
sponds to a pure substance that has a first
order melting transition . 

experimentally by x-ray or neutron dif
fraction . When two or more atomic spe
cies are present the independent g1i can 
be extracted only by an adroitly chosen 
combination of x-ray and neutron dif
fraction experiments, with the latter uti
lizing one or more distinct isotopic com
positions (8) . The gij(r) experimentally 
are found to vary with temperature, 
showing as expected more short-range 
order at low temperature than at high 
temperature. This variation in the liquid 
phase seems to invite interpretation 
as shifting equilibrium between various 
competing structures in the medium. 

Point 6 above offers an important con
ceptual simplification for interpreting the 
gij. Suppose that the mapping onto mini
ma has been carried out from a repre
sentative set of configurations selected 
from a liquid at temperature T above its 
melting point. In principle the resulting 
collection of static packings can them
selves be used to calculate their own 
" quenched " pair correlation functions 
g;j,q(r). Point 6 implies that this new set 
of correlation functions should be virtu
ally independent of the starting tempera
ture. The difference between g;i and gij ,q 

is simply that the former possesses a 
variable extent of thermal vibration 
away from potential minima, a phenome
non totally absent in the latter. Conse
quently, the g;j,q should reflect the pres
ence of a T-independent inherent struc
ture in the liquid phase. 

This hypothesis for the liquid state has 
been tested and found valid for mon
atomic substances by computer simula
tion. Specifically, models for liquified 
noble gases and molten alkali metals 
have been examined (9, 10). It also ap-
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pears that mixtures satisfy the hypothe
sis as well. Figure 5 shows the pair 
correlation function gNiP (r) for the nick
el-phosphorus alloy system evaluated at 
two temperatures , one just above the 
eutectic and one much higher. Figure 6 
shows the common function gNiP,q(r) 

that arises from both after mapping onto 
the corresponding sets of potential ener
gy minima. One advantage of this proce
dure is immediately obvious from Fig. 6. 
The first peak has become strongly 
sharpened and completely detached 
from the remainder of the correlation 
function, leading to an unambiguous 
identification of the mean nickel coordi
nation of the sparse phosphorus atoms as 
7.07. 

Although inherent pair correlation 
functions are not directly observable in 
the laboratory, in some cases it should 
be possible to carry out sufficiently rapid 
quenches of liquids to approach g;j,q· 

The mapping operation defined by Eq. I 
permits no annealing (hopping over po
tential energy barriers) . This suggests 
that pair correlation functions should be 
measured near 0 K for sets of samples 
quenched at various rates from the liquid 
state. The inherent pair correlation func
tions g;j ,q would then be obtained as the 
infinite quench rate limit of these results. 

The existence of inherent structure in 
liquids has not been anticipated by mo
lecular theory of liquids (11). Conse
quently, an important challenge to the
ory now exists to predict the g;j,q from 
first principles and to show how the 
directly measurable quantities g;i can be 
reconstituted by application of suitable 
thermal broadening to g;j,q· First indica
tions are that this reconstitution process 
must be complicated on account of an
harmonicity: attempts to reproduce g;i 

from gij,q by application of harmonic
oscillator broadening (in both Einstein 
and Debye oscillator models) fail. 

While the existence of a T-indepen
dent inherent structure may well charac
terize most stable liquids, there might be 
one important exception. This involves 

Fig. 5. Mixed-species 
pair correlation func
tions for the nickel (80 
percent) plus phos
phorus (20 percent) 
mixture (computer 
simulation). Two tem
peratures above the 
:!Utectic freezing tem
prature (1153 K) are 
shown: (a) 1223 K and 
(b) 6881 K. Both cas
es have mass density 
of 8.358 grams per cu
bic meter. 

liquid mixtures near consolute (critical 
unmixing) points, for example CC14 and 
n-C7F 16 for which the critical tempera
ture is 28.6°C (12) . As such a system 
approaches its consolute point, long
range fluctuations in composition ap
pear, a natural symptom of critical point 
behavior (13). These fluctuations will 
produce correspondingly long-range 
modifications in the pair correlation 
functions g;i that probably will survive 
the mapping onto potential minima. Con
sequently, g;j,q will or will not also exhib
it long-range critical correlations de
pending on whether the starting state 
was or was not in the critical solution 
region, an obvious T-dependent factor. 

Melting and Freezing 

The distinctions between molten and 
crystalline states of the same substance 
are clear to the most casual observer. 
Virtually all measurable properties un
dergo discontinuities upon melting or 
freezing , with the sudden change of flu
idity to rigidity being perhaps the most 
obvious. Understanding how and why 
these discontinuities occur in terms of 
potential energy minima leads to new 
and useful insights . 

To discuss melting and freezing transi
tions effectively, we need an expression 
for the Helmholtz free energy Fin terms 
of properties of the minima. The general 
theory of potential minima and their sur
rounding regions (3) supplies the follow
ing exact variational expression for a 
single-component substance: 

F = F0(1) 
+ N min{ci> + fv(<j>,I) - kaTa(<f>)} 

(2) 

Here N is the number of particles (atoms 
or molecules), ka is Boltzmann's con
stant, and F 0 is an additive part of the 
free energy that is irrelevant for present 
purposes. The natural logarithm of the 
density of minima, the quantity plotted 
in Fig. 4, is denoted here by rr(<f>). The 

mean vibrational free energy for those 
regions whose minima lie at ci> = N<f> is 
the quantity fv· The minimum indicated 
in Eq. 2 is that which obtains when <!> is 
varied at constant temperature and vol
ume. 

In the high-temperature limit the mini
mum in Eq . 2 will be determined solely 
by the last term and will occur at the 
maximum of rr(<f>). As temperature de
clines, <!> + fv exerts an influence that 
displaces the minimum to lower <j>. On 
account of the narrowness of the distri
bution near its maximum, this displace
ment remains small while the system is 
still in the molten state; this is the char
acteristic that leads to the inherent liquid 
structures discussed in the previous sec
tion. Eventually, declining temperature 
displaces the minimum of the expression 
in Eq. 2 to the lowest possible <!> value, 
namely that corresponding to the perfect 
crystal. The liquid-crystal transition 
must intervene between these limits. 

The simplest forms of structural disor
der in an otherwise perfect crystal ap
pear as point defects, specifically vacan
cies (missing particles) and interstitials 
(extra particles). These elementary 
structural excitations have been ob
served by the molecular-dynamics-with
mapping technique to appear spontane
ously as separated vacancy-interstitial 
pairs when the crystal is held for rela
tively long periods of time near its melt
ing temperature (14). After being created 
these defects are able to diffuse. But 
while the crystalline phase is thermody
namically stable, the concentration of 
these defects is very low; typically, one 
crystal site in 104 is occupied by a point 
defect. 

There is evidence that on average the 
defects exert an attraction for one anoth
er. In the very dilute gas of defects 
characteristic of the crystal at thermal 
equilibrium, this is a negligible effect. 
But the concentration of defects can be 
markedly increased, for example by su
perheating the crystal. At a sufficiently 
high concentration of defects the mean 
attraction becomes a dominating influ
ence. The defect gas then spontaneously 
condenses to produce a medium that is 
everywhere defective, namely the amor
phous packings discussed above. This is 
how melting occurs. Inversely, freezing 
can be described as cavitation and evap
oration of the dense defect medium. 
These transformations are illustrated in 
Fig. 7. 

The mean attractive force between 
point defects may be viewed in another 
way, namely that a defect-softening phe
nomenon operates in the initially crystal
line medium. Quantitative studies of 
packings show that as vacancy-intersti-
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tial pairs are inserted into the crystal, the 
amount of reversible work that must be 
expended for each successive pair de
clines. In other words, the medium be
comes easier to deform as it becomes 
more defective. Defect softening can 
also be quantitatively documented by 
examining calculated normal mode fre
quencies for packings that contain vari
ous concentrations of defects. It is found 
that the mean frequency, as judged by 
vibrational free energy in the harmonic 
approximation, tends to be lowered by 
an increasing concentration of defects. 
The implication is that the quantity 
fv(<!>,1) in Eq. 2 decreases smoothly 
when (at constant 1) <!> increases from 
the crystalline lower limit to the fully 
amorphous upper limit. To the extent 
that experimental comparisons are possi
ble between crystalline and amorphous 
solid forms of the same substance, defect 
softening seems to be an empirical fact: 
elastic constants, for example, are re
duced by transforming matter from crys
talline to amorphous (15). 

Referring once again to Fig. 4, we see 
the indication that, in the intermediate <!> 
regime (between nearly perfectly crystal
line and fully amorphous), the dominant 
packings are inhomogeneous. This is 
simply a reflection of the mean attrac
tion-induced condensation of defects. 
For these values of<!> the overwhelming 
majority of the particle packings have 
most of the defects clustered together in 
an obviously amorphous portion of the 
system, while the remaining portion is 
crystalline and nearly defect-free. This 
situation is illustrated qualitatively by 
the bottom diagram in Fig. 7. At the 
given intermediate <!> there are simply 
many more ways to create packings with 
a large number of inhomogeneously dis
tributed defects than with a smaller num
ber of homogeneously distributed de
fects. 

Information extracted from computer 
simulation studies can be assembled into 
a statistical-mechanical theory of defect
mediated melting. The specific ingredi
ents required are the defect-pair forma
tion energy, defect-softening effects on 
mean attraction between defects and on 
vibrational free energy, and a specifica
tion of the types of allowable defect 
arrangements that are consistent with 
mechanical stability of the packing. This 
is not an appropriate place to dwell on 
details, but it is illuminating to cite one 
example, namely the melting transition 
for a model of the alkali metals. For 
these substances, which crystallize in 
the body-centered cubic structure, the 
appropriate partition function has been 
derived in terms of the packings with 
variable defect concentrations (14). The 
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Fig. 6. Common mixed-species pair correla
tion function gNiP,q calculated from collec
tions of stable packings for the liquid states 
involved in Fig. 5. 

corresponding version of variational Eq. 
2 has then been solved to find <!>m(T*), 
the mean packing potential energy, and 
!l(T*), the degree of saturation of the 
packings with defects, for variable re
duced temperature T*. The results for 
the latter function are displayed in Fig. 8. 
The solid curve corresponds to thermo
dynamic equilibrium, with a vertical 
jump at the predicted melting tempera
ture. Dashed extensions of the equilibri
um branches refer to metastable super
cooled liquid and superheated crystal. 
The return branch (dashed) is an unsta
ble extremum of Eq. 2. 

In Fig. 8 the predicted melting tem
perature agrees reasonably well with the 

Fig. 7. Symbolic representa
tion of melting and freezing 
transitions as condensation 
and evaporation, respectively, 
in the particle packings of the 
point-defect fluid. V and I 
stand for vacancy and intersti
tial; their relative concentra
tions depend on whether con
stant-volume or constant-pres
sure conditions apply. 

v 

Crystal 

direct computer simulation for the same 
model. This agreement lends credence to 
the analytical partition function on which 
the !l(T*) curve is based. Equally signifi
cant is the fact that, over its entire stable 
range, the liquid phase remains almost 
completely saturated with defects 
[!l(T*) > 0.998]. More precisely, the 
packings that underlie the liquid are at all 
temperatures virtually the same fully 
amorphous set. This is yet another con
firmation of the existence of a tempera
ture-independent inherent structure for 
the liquid. 

Compared to the melting temperature 
indicated in Fig. 2, the supercooling ex
tension of the stable liquid branch is 
substantially longer than the superheat
ing extension of the stable crystal 
branch. This is consistent with the com
mon observation that liquid supercooling 
is indeed easier than crystal superheating 
for real materials. 

Supercooling and Glass Transitions 

When an undercooled liquid spontane
ously nucleates and proceeds to freeze, 
its 3N-dimensional configuration point 
passes through a characteristic sequence 
of packing regions. At first it wanders 
through those for homogeneously amor
phous packings. Then it discovers an 
exit path into the inhomogeneous set, 
starting with those having just a small 
defect-free region (the critical nucleus). 
The portion of the momentary packing 
that is crystalline subsequently tends to 
grow until the entire packing is crystal
line. 

Coexisting 
crystal and liquid 

Liquid 

Mei/tingj% 
Crystal 

nucleation 

v 

http://www.jstor.org/page/info/about/policies/terms.jsp


This content downloaded from 128.112.66.66 on Tue, 25 Feb 2014 01:03:46 AM
All use subject to JSTOR Terms and Conditions

Fig. 8. Defect concen-
tration in the particle 
packings versus tern-

Liquid 
perature for melting ~ ,,.--------
of alkali metals. 0 = 1 ' corresponds the ' to ' 0.8 1--maximum possible 
defect concentration. 
Thermal equilibrium ~ 

values have been indi- *' t; cated by continuous 
~ 0.4 ~ 

curves and metasta-
ble extensions by 
dashed curves. These 1--

results are based on Crystal 
analytical defect-an 0.0 

mediated melting the-
ory. Molecular dy-
namics (MD) calcula- 0 0.2 
tions for the same 
underlying model pro-
duce a melting point. 

However, this "normal" progression 
is often circumvented, either by ex
tremely rapid cooling toward absolute 
zero or by selection of substances for 
which nucleation is especially improba
ble, even at slow cooling rates. The latter 
class of substances includes network
formers such as B20 3 and Si02 , many 
nonrigid molecule organics such as glyc
erol and atactic polystyrene, and a wide 
variety of multicomponent liquid mix
tures. For these, the 3N-dimensional 
configuration point continues to wander 
through a subset of the collection of 
regions surrounding homogeneously 
amorphous packings. Exit to the inho
mogeneous packing set is extremely un
likely, even when the system is cooled 
very slowly to absolute zero. The appro
priate packing density O"a to use in evalu
ating the free energy with Eq. 2 is just 
that for the homogeneous amorphous 
structures; this is indicated in Fig. 4 by 
the dashed curve. To the extent that 
homogeneously amorphous packings can 
unambiguously be distinguished from 
those with an inhomogeneous texture, 
the present theory at least formally offers 
a means for evaluating the thermody
namic functions of the supercooled liq
uid state. 

Typically, easily supercooled liquids 
like those mentioned above become very 
viscous as temperature declines, and 
many display rather sharp glass-transi
tion temperatures (16). This is the point 
at which kinetic processes in the fluid 
become so slow that equilibration, even 
within the restricted O'a distribution, be
comes infeasible. Properties become his
tory-dependent and Eq. 2 ceases to sup
ply a valid description. Explaining such 
behavior requires examination of the 
deep amorphous minima, their surround
ing regions, and the transition states over 
which the 3N-dimensional configuration 
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point must pass for structural changes to 
occur. 

The straightforward vacancy-intersti
tial description of disorder cited above 
for simple substances is not appropriate 
for the more complicated glass-formers. 
In fact, a proper description for these 
latter substances should be keyed to 
specific details of molecular size and 
flexibility, charge and polarity, and inter
action directionality and additivity. 
Therefore, it should be no surprise that 
glass-transition behavior is nonuniver
sal, with a substantial range in the degree 
of sharpness of the "transition." 

Nevertheless, some general observa
tions seem to be in order. Figure 9 pre
sents a transition map for homogeneous
ly amorphous packings (those included 
in ua) of a glass-forming substance. Each 
filled circle represents a potential energy 
minimum, and lines connecting those 
circles stand for the feasible localized 
transitions that are available to the sys
tem. The vertical axis is the potential 
energy value, so indeed most circles are 

Configuration coordinates 

Fig. 9. Schematic drawing of the transition 
network for amorphous packings (symbolized 
as filled circles). A and B are a pair of low
potential amorphous packings. 

clustered and connected at a vertical 
position corresponding to the maximum 
in O'a (and u). However, the distribution 
of minima trails off toward the low-<? 
side, showing only a very sparse and 
widely separated set of minima at the 
low-<? limit. The minima labeled A and B 
are two such packings. 

Now consider what might reasonably 
happen as this system is cooled to low 
temperature. The random sequence of 
transitions during cooling should cause 
the system to enter and be trapped along 
one of the downward-hanging tendrils, 
such as that ending at A. The a priori 
chance that this is the tendril leading 
to the lowest potential minimum in the 
amorphous group, say B, is very small. 
To remain in thermal equilibrium the 
system at A must have kinetic access to 
B. However, the figure shows that such 
access requires a substantial backing up 
into considerably higher-<? packings. The 
energy and entropy of activation for such 
a sequence are clearly not those for any 
single transition, but are instead much 
larger and are determined by this back
ing-up phenomenon. Thermal equilibra
tion is thus frustrated by dead ends. 
Structural relaxation is arrested, and the 
system exhibits its glass transition as the 
inevitable result. 

Conclusions 

The viewpoint advocated in this article 
shifts attention from ordinary three-di
mensional space to the 3N-dimensional 
realm where collective phenomena in 
condensed phases are determined. The 
existence and variety of potential energy 
minima in this multidimensional config
uration space form a natural basis for 
quantitative study of those collective 
phenomena. Specific applications de
scribed here include the nature of short
range order in liquids, the melting and 
freezing transitions, and rate process
es in low-temperature amorphous sub
stances. 

Results achieved thus far encourage 
extensions that could have widespread 
implications for chemistry, materials sci
ence, molecular biology, and condensed
matter physics. One of the most exciting 
prospects is development of a compre
hensive theory of chemical reactions in 
the liquid phase. Provided that only 
ground-electronic states are involved, 
potential energy minima for reactive 
mixtures can be classified uniquely ac
cording to the numbers of solvent, reac
tant, and product species that are pres
ent. Reaction kinetics depends then on 
the average rate at which the dynamical 
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motion of the system causes transitions 
to occur between distinct classes of mini
ma. From this perspective, the venerable 
absolute reaction rate theory (17) de
vised to describe activated chemical re
actions in the gas phase would require 
generalization and modification to ac
commodate the distributions of minima 
and of transition states that appear in the 
present multidimensional description. 

Biopolymer conformational problems 
continue to receive vigorous experimen
tal and computational attention (18). The 
latter typically has involved a search for 
optimal conformations, that is, the abso
lute minimum of some postulated poten
tial energy function that incorporates 
chemical bond lengths and angles, as 
well as more remote atom-pair nonbond
ing interactions. Solvation is usually dis
regarded, or at best incorporated in some 
simple averaged way. We conclude that 
the type of complete configuration space 

analysis outlined above (for biopolymers 
plus solvent) would be useful. First, it 
would help to assess the importance of 
solvent packing fluctuations. Second, 
consideration of the full distribution of 
potential minima would demonstrate 
how special the absolute minimum is 
geometrically. Third, examination of 
transition states would be enlightening 
with respect to annealing kinetics of sub
optimal conformations to the absolute 
potential minimum. Systematic study of 
a few select cases could provide an im
portant contribution to quantitative un
derstanding of kinetic processes in mo
lecular biology. 
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